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Uncertainty quantification in lattice gauge theory

• Some of the most important searches for the effects of 
new physics on known particles are limited by the 
uncertainty analysis in lattice QCD calculations.

• Understanding the significance of these searches depends on 
understanding the solidity of the uncertainty quantification.

• Most of the human work in good lattice QCD is in the determination of the 
uncertainties.

• Code and method verification issues are similar in lattice 
gauge simulations to other large-scale simulations.

• “Validation” is a bit different.

• The equations of quantum chromodynamics are taken to be established 
laws of nature.

2



UQ in Lattice QCD, ICiS workshop, Aug. 6-13, 2011 /25Paul Mackenzie

• There are several classes of lattice gauge calculations 
with respect to UQ.

• Uncertainties are in principle under control and small.  (Stable hadron 
masses, leptonic decay constants, semileptonic decays, ...)

• Uncertainties are in principle under control, but large.  (ε’/ε.)

• Uncertainties are under unknown control and the reliability of a qualitative 
answer is desired.  (Is chiral symmetry broken in a strongly coupled 
beyond-the-Standard-Model theory.)

• Methods don’t exist.  (Finite chemical potential in dense nuclear matter, ...)

• I’ll discuss the first class.

• Dominant errors (finite lattice spacing a, finite volume V, too large quark 
mass m, ...) governed by calculable physics at large volumes, short 
distances.

• Can be estimated with physics calculations.
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• Three forces (strong, weak, and electromagnetic), with coupling 
strengths:

• Six quark and six lepton masses

• Mixings among the quarks, the Cabibbo-Kobayashi-Maskawa matrix 
(2008 Nobel Prize), and (as of the last few years) among the leptons:

High Energy Physics
The Standard Model:

4

Where do these parameters come from?
Can we predict them with a more fundamental theory?





Veν1
Veν2

Veν3

Vµν1
Vµν2

Vµν3

Vτν1
Vτν2

Vτν3









Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb





αs, αw, αem

mu, md, mc, ms, mt, mb

me, mµ, mτ , mν1
, mν2

, mν3
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• A mathematically consistent theory cannot be 
constructed from the currently observed particles.

• At least one additional, undiscovered particle is required.  Is it the ‘’Higgs” 
boson, or something more complicated? 

• Many other puzzles.

• A search for new physics “beyond the Standard Model is 
the central task of particle physics today.

The Standard Model accounts for every particle physics experiment 
performed so far, sometimes to great precision (one part in a billion for the 
electron anomalous magnetic moment).

But..
it contains obvious gaps and puzzles
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11. CKM quark-mixing matrix 1

11. THE CKM QUARK-MIXING MATRIX
Revised February 2010 by A. Ceccucci (CERN), Z. Ligeti (LBNL), and Y. Sakai (KEK).

11.1. Introduction
The masses and mixings of quarks have a common origin in the Standard Model (SM).

They arise from the Yukawa interactions with the Higgs condensate,

LY = −Y d
ij QI

Li φ dI
Rj − Y u

ij QI
Li ε φ∗uI

Rj + h.c., (11.1)

where Y u,d are 3× 3 complex matrices, φ is the Higgs field, i, j are generation labels, and
ε is the 2 × 2 antisymmetric tensor. QI

L are left-handed quark doublets, and dI
R and uI

R
are right-handed down- and up-type quark singlets, respectively, in the weak-eigenstate
basis. When φ acquires a vacuum expectation value, 〈φ〉 = (0, v/

√
2), Eq. (11.1) yields

mass terms for the quarks. The physical states are obtained by diagonalizing Y u,d

by four unitary matrices, V u,d
L,R, as Mf

diag = V f
L Y f V f†

R (v/
√

2), f = u, d. As a result,
the charged-current W± interactions couple to the physical uLj and dLk quarks with
couplings given by

VCKM ≡ V u
L V d†

L =




Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb



 . (11.2)

This Cabibbo-Kobayashi-Maskawa (CKM) matrix [1,2] is a 3 × 3 unitary matrix. It
can be parameterized by three mixing angles and the CP -violating KM phase [2]. Of
the many possible conventions, a standard choice has become [3]

V =




c12c13 s12c13 s13e−iδ

−s12c23−c12s23s13eiδ c12c23−s12s23s13eiδ s23c13

s12s23−c12c23s13eiδ −c12s23−s12c23s13eiδ c23c13



 , (11.3)

where sij = sin θij , cij = cos θij , and δ is the phase responsible for all CP -violating
phenomena in flavor-changing processes in the SM. The angles θij can be chosen to lie in
the first quadrant, so sij , cij ≥ 0.

It is known experimentally that s13 ( s23 ( s12 ( 1, and it is convenient to exhibit
this hierarchy using the Wolfenstein parameterization. We define [4–6]

s12 = λ =
|Vus|√

|Vud|2 + |Vus|2
, s23 = Aλ2 = λ

∣∣∣∣
Vcb

Vus

∣∣∣∣ ,

s13e
iδ = V ∗

ub = Aλ3(ρ + iη) =
Aλ3(ρ̄ + iη̄)

√
1 − A2λ4

√
1 − λ2[1 − A2λ4(ρ̄ + iη̄)]

. (11.4)

These relations ensure that ρ̄+ iη̄ = −(VudV ∗
ub)/(VcdV

∗
cb) is phase-convention-independent,

and the CKM matrix written in terms of λ, A, ρ̄, and η̄ is unitary to all orders in λ.
The definitions of ρ̄, η̄ reproduce all approximate results in the literature. For example,
ρ̄ = ρ(1 − λ2/2 + . . .) and we can write VCKM to O(λ4) either in terms of ρ̄, η̄ or,
traditionally,

V =




1 − λ2/2 λ Aλ3(ρ − iη)

−λ 1 − λ2/2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1



 + O(λ4) . (11.5)

K. Nakamura et al., JPG 37, 075021 (2010) (http://pdg.lbl.gov)
July 30, 2010 14:36In the standard model, the quark mixing matrix is (special) unitary, and 

determined by four parameters, but
new, beyond-the-standard-model interactions could make them all different.

Determinations of ρ and η are inconsistent 
at the ~2.5 σ level.
Is it a hint of new physics, or mis-estimated 
uncertainties from experiment or theory?

Laiho, Lunghi, and Van de Water,
http:www.latticeaverages.org.





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 ⇒
in SM

http:www.latticeaverages.org
http:www.latticeaverages.org
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QCD is the theory of quarks and gluons.  Quarks and 
gluons cannot be directly observed because the forces of 
QCD are strongly interacting.
    Quarks are permanently confined inside hadrons, even 
though they behave as almost free particles at 
asymptotically high energies.
“Asymptotic freedom”, Gross, Politzer, and Wilczek, Nobel Prize, 2004.

March 17, 2005 CKM 2005 - Workshop on the Unitarity Triangle

b

4

“Most” of the time,  details of b quark wavefunction 
are unimportant - only averaged properties (i.e.       ) 
matter “Fermi motion”

Theorists love inclusive decays ...

dΓ

d(P.S.)
∼ parton model +

�

n

Cn

�
ΛQCD

mb

�n

kµ ∼ ΛQCD

�k2�

Γ(B̄ → Xu�ν̄�) =
G

2
F
|Vub|2m5

b

192π3

�
1 − 2.41

αs

π
− 21.3

�
αs

π

�2

+
λ1 − 9λ2

2m2
b

+ O

�
α2

s
,
Λ3

QCD

m3
b

��

Decay:  short distance (calculable)
Hadronization:  long distance 
(nonperturbative) - but at leading order, 
long and short distances are cleanly 
separated and probability to hadronize is 
unity

... the basic theoretical tools are more than a decade old 

Quantum Chromodynamics (QCD)

Lattice QCD is used to 
determine the properties of 
quarks and gluons from the 
observed properties of 
hadrons.

B→πlν 
semileptonic 
decay

= {π, K, ...}

Determine Vub from B➞πlν.
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• At short distances and high energies, QCD can be 
expanded as a series in a small parameter, αs.

• “Long distance” = >> size of a proton.

• “Short distance” = << size of a proton.

• Analogous to solving the properties of the hydrogen atom in QED as 
an expansion in αem.

• At the scales of protons and other hadrons 
(particles containing quarks) this series fails to 
converge, non-perturbative effects are present, and 
numerical simulations with lattice QCD are required.

8
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Z =

∫

d[Axµ, ψx, ψx] exp
(

−S(A, ψ, ψ)
)

Independent fields are defined at each point of space-time.  

A continuum quantum field theory is in principle defined by 
an infinite dimensional integral (not a well-defined object).

QFTs must be “regulated”.

Quantum field theories can be defined by their path integrals.

gluon gauge fields fermionic quarks and antiquarks
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Lattice QCD

10

Approximate the path integral by defining 
the fields on a four dimensional space-
time lattice.

Quarks (ψ) are defined on the sites
of the lattice, and gluons (Uµ) on the  
links.

Monte Carlo methods are used to 
generate a representative ensemble of 
gauge fields.  Relaxation methods are 
used to calculate the propagation of 
quarks through the gauge field.
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The discrete Dirac operator

11

The fundamental operation that consumes the bulk of our cycles is 
the solution of the Dirac equation on the lattice.

The fundamental component of the Dirac operator is the discrete 
difference approximation to the first derivative of the quark field on 
the lattice.

Dµγµψ(x) ≡ 1
2

�
Uµ(x)γµψ(x + µ̂)− U†

µ(x− µ̂)γµψ(x− µ̂)
�

∂µψ(x)→ ∆µψ(x) ≈
1
2a

(ψ(x + µ̂a)− ψ(x− µ̂a)) +O(a2)

Quarks in QCD come in three colors and four spins.
The color covariant Dirac operator of lattice QCD is

U: SU(3) matrix operates on color three-vector of the quark.

γ: operates on spin four-vector.
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Operationally, lattice QCD computations consist of 
1)  Sampling a representative set of gauge configurations with Monte Carlo methods, 

2)  Calculating the propagation of quarks through the gauge configurations, 

3)  Constructing hadron correlation functions from the quark propagators.

The computational task of lattice QCD

E.g., the Metropolis method, the hybrid Monte Carlo algorithm, ...
Consists of one long Markov chain.

Solve the Dirac equation on each configuration with relaxation 
methods, e.g., biconjugate gradient algorithm, etc.

Lattice Quark

spacing  
a (fm)

mass 
ml/ms

Volume 
(sites)

Configu
rations

Core-
hours (M)

0.12 1/5 24^3*64 1000 3
1/10 32^3*64 1000 8
1/27 48^3*64 1000 26

0.09 1/5 32^3*96 1000 10
1/10 48^3*96 1000 35
1/27 64^3*96 1000 46

0.06 1/5 48^3*144 1000 38
1/10 64^3*144 1000 128
1/27 96^3*144 1000 218

0.045 1/5 64^3*192 1000 135
1/10 88^3*192 1000 352
1/27 128^3*192 1000 1083

0.03 1/5 96^3*288 1000 685

2,770

Ensemble

Lattice Quark Gauge

spacing  
a (fm)

mass 
ml/ms

Volume 
(sites)

Configu
rations

Core-
hours (M)

0.15 1/5 16^3*48 1000 1 1 1
0.15 1/10 24^3*48 1000 2 1 2

 
0.12 1/5 24^3*64 1000 3 1 3

1/10 32^3*64 1000 8 1 8
1/27 48^3*64 1000 26 1 26

 
0.09 1/5 32^3*96 1000 10 1 10

1/10 48^3*96 1000 35 1 35
1/27 64^3*96 1000 46 1 46

 
0.06 1/5 48^3*144 1000 38 1 38

1/10 64^3*144 1000 128 1 128
1/27 96^3*144 1000 218 0 0

 
0.045 1/5 64^3*192 1000 135 1 135

1/10 88^3*192 1000 352 0 0
1/27 128^3*192 1000 1083 0 0

  
0.03 1/5 96^3*288 1000 685 0 0

2,770 432

Planned coming generation 
of gauge ensembles.

The largest of these ensembles will 
require the sustained-petaflop resources 
which are expected in 2012 at Argonne 
and Oak Ridge.
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Verification and validation

• Presence of proper symmetries is required.

• Rotation invariance. 

• Lorentz invariance.  (E2=m2+p2+0×a2p4.) 

• Gauge invariance.

• Numerical codes may be applied to the short-distance 
regime, where answers may also be obtained with 
perturbation theory.

• Comparison of physics results with experiment.

13

Physics may be used to verify methods and 
codes at several levels.
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Verification

14

The physics of lattice gauge theories is invariant under local 
gauge transformations, configuration by configuration.

Gauge invariance.

Multiplication of fields by arbitrary SU
(3) matrix on each site of the lattice.

INTRODUCTION TO LATTICE QCD 27

a fermion moving from site x to y in presence of a gauge field Aµ(x) picks
up a phase factor given by the path ordered product

ψ(y) = P e
∫

y

x
igAµ(x)dxµ ψ(x) . (6.2)

The eight types of gluons that mediate interactions between quarks are
written in terms of the matrix Aµ(x) ≡ Aa

µ(x) · λa/2, where the group
generators λa are normalized to Trλaλb = 2δab. Eq. 6.2 suggested that
gauge fields be associated with links that connect sites on the lattice. So,
with each link Wilson associated a discrete version of the path ordered
product

U(x, x + µ̂) ≡ Uµ(x) = eiagAµ(x+ µ̂
2
) , (6.3)

where, for concreteness, the average field Aµ is defined at the midpoint of
the link, and U is a 3× 3 unitary matrix with unit determinant. Also, the
path ordering in eqn. (2.3) specifies that

U(x, x − µ̂) ≡ U−µ(x) = e−iagAµ(x− µ̂
2
) = U †(x − µ̂, x) . (6.4)

6.3. Discrete Symmetries of the lattice theory

The symmetry group of the continuum theory – Poincaré invariance – is
reduced to a discrete group. On a hypercubic lattice rotations by only 90o

are allowed so the continuous rotation group is replaced by the discrete
hypercubic group [34]. Translations have to be by at least one lattice unit,
so the allowed momenta are discrete

k =
2πn

La
n = 0, 1, . . . L

or equivalently

k = ±
2πn

La
n = 0, 1, . . . L/2 .

On the lattice momentum is conserved modulo 2π.
In addition to the local gauge symmetry and Poincaré invariance, the

lattice action is invariant under parity (P), charge conjugation (C) and
time reversal (T ). The behavior of the field variables under these discrete
transformations is given in Table 2.

6.4. Local Gauge Symmetry

The effect of a local gauge transformation V (x) on the variables ψ(x) and
U is defined to be

ψ(x) → V (x)ψ(x)

28 Rajan Gupta

Table 2

The behavior of the gauge and fermion degrees of freedom under
the discrete transformations of parity, charge-conjugation, and time-
reversal. The charge-conjugation matrix C satisfies the relation
CγµC−1 = −γT

µ = −γ∗
µ, and shall be represented by C = γ4γ2.

Note that in the Euclidean formulation T is a linear operator.
P C T

U4(x, τ) U4(−x, τ) U∗
4 (x, τ) U−4(x,−τ)

Ui(x, τ) U−i(−x, τ) U∗
i (x, τ) Ui(x,−τ)

ψ(x, τ) γ4ψ(−x, τ) Cψ
T

(x, τ) γ4γ5ψ(x,−τ)

ψ(x, τ) ψ(−x, τ)γ4 −ψT (x, τ)C−1 ψ(x,−τ)γ5γ4

ψ(x) → ψ(x)V †(x)

Uµ(x) → V (x)Uµ(x)V †(x + µ̂) (6.5)

where V (x) is in the same representation as the U , i.e., it is an SU(3) ma-
trix. With these definitions there are two types of gauge invariant objects
that one can construct on the lattice.
– A string consisting of a path-ordered product of links capped by a fermion
and an antifermion as shown in Fig. 5a. A simple example is

Tr ψ(x) Uµ(x) Uν(x + µ̂) . . . Uρ(y − ρ̂) ψ(y) (6.6)
where the trace is over the color indices. I will use the word string for a
generalized version; a single spin and color trace as defined in Eq. 6.6, or
a product of elementary strings that are path-ordered and do not have a
spatial discontinuity. On lattices with periodic boundary conditions one
does not need the ψ, ψ caps if the string stretches across the lattice and is
closed by the periodicity. Such strings are called Wilson/Polyakov lines.
– Closed Wilson loops as shown in Fig. 5b. The simplest example is the
plaquette, a 1 × 1 loop,

W 1×1
µν = Re Tr

(
Uµ(x) Uν(x + µ̂) U †

µ(x + ν̂) U †
ν (x)

)
. (6.7)

Unless otherwise specified, whenever I use the term Wilson loops I will as-
sume that the real part of the trace, Re Tr, has been taken. For SU(N ≥ 3)
the trace of any Wilson loop in the fundamental representation is com-
plex, with the two possible path-orderings giving complex conjugate values.
Thus, taking the trace insures gauge invariance, and taking the real part
is equivalent to averaging the loop and its charge conjugate.

Exercise: Convince yourself that there do not exist any other independent
gauge invariant quantities.

Free quark propagator may be calculated with pencil and paper in momentum 
space.
Correctness of the sparse matrix inverter aside from gluons (U matrices) may be 
checked by direct comparison with this result.
Correctness of the sparse matrix inverter including gluons may be checked by 
numerically recalculating the free quark propagator after making a random local 
gauge transformation to a trivial gauge field (U=1).
Free quark propagator should transform:  G(x,y)→V(x)G(x,y)V✝(y), 
Hadron two-point functions, Gπ(x,y)=Tr G(x,y)G(y,x) are gauge invariant. 
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Verification
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0
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0
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0
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√
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√
3a) − V (a)
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V (

√
5a) − V (a)

V (
√

6a) − V (a)
V (3a) − V (a)

αlat/W11

FIG. 1: Values for the 5-flavor αMS at the Z mass from each
short-distance quantity. The dashed lines indicate our final
result, 0.1170(12) (χ2 per data point is 0.77).

V (r) − V (a) through second order in perturbation the-
ory, and fit the resulting potential with the continuum
formula; higher-order lattice artifacts are negligible here.
Continuum perturbation theory for V (r)−V (a) becomes
nonanalytic, however, in fourth order, with the appear-
ance of terms proportional to α4

V log(αV ) [10]. log(αV )
is small for our range of αV s, so we see no evidence of
it in our fits. Nevertheless, the presence of such terms
suggests that our results from the potential may not be
as reliable as those from our other quantities. We limited
our analysis to r ≤ 3a as otherwise the αV scales become
too small (< 1/a). For the same reason, we discarded
results for the potential from the coarsest lattice.

nf = 3

nf = 00.2

0.4

0.6

0.8

α
V

(d
/a

)

2 4 6 8

d/a (GeV)

FIG. 2: Values for αV versus d/a (Eq. (1)) from each short-
distance quantity at each lattice spacing, with (top) and with-
out (bottom) light-quark vacuum polarization. The dashed
lines show predictions from Eq. (2) assuming αV (7.5 GeV) is
0.2082(40) and 0.1645(14) for nf = 3 and 0, respectively.

Finally, we extracted the coupling directly from the
tadpole-improved bare lattice coupling, αlat/W11, which,
like Wilson loops, has large fourth-order coefficients.

We extracted values for the 3-flavor coupling, α0 ≡
αV (7.5 GeV), from fits to each of our 28 short-distance
quantities. To facilitate comparison with other determi-
nations, we converted our results from the V scheme to
the MS scheme [8], added c and b quark vacuum polariza-
tion (perturbatively [11], using quark masses of 1.25(10)
and 4.25(15)GeV [12]), and evolved to the Z mass. The
results from the different quantities are shown in Fig. 1.

While they are derived from the Wilson loops,
our Creutz ratios and tadpole-improved loops provide
coupling-constant information that is largely indepen-
dent of that coming from the loops. This is because the
highly ultraviolet contributions that dominate the loops
largely cancel in the other quantities, making the lat-
ter far more infrared (c.f., (d/a)s for loops and ratios).
Our 28 separate determinations of the scale parameter
probe a wide range of different length scales, have very
different sensitivities to potential nonperturbative errors,
and, as we have discussed, have very different perturba-
tive expansions. The agreement, to within our errors,
of all 28 determinations is strong evidence that we have
correctly identified and controlled the various systematic
errors that could have affected our analysis.

The weighted average of our 28 determinations gives a
composite result of

α(5)

MS
(MZ) = 0.1170(12), (11)

or, equivalently,

α(3)
V (7.5 GeV) = 0.2082(40). (12)

Our error estimate here is that of a typical entry in the

Comparison of Monte Carlo code with 
perturbation theory at short distances.

Comparison of Monte Carlo 
calculation of dozens of different 
small U loops (points) with 
perturbation theory (dotted lines).

One-parameter fit in αs.
Shape is a parameter-free 
prediction of theory.  

Mason et al., Phys. Rev. 
Lett. 95:052002, 2005.

Short distance, high energy →
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Verification
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Figure 1: Static-quark potential computed on 64 lattices with a ≈ 0.4 fm
using the β = 4.5 Wilson action and the improved action with βpl = 6.8.
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Figure 1: Static-quark potential computed on 64 lattices with a ≈ 0.4 fm
using the β = 4.5 Wilson action and the improved action with βpl = 6.8.

4

Rotation invariance. 

Correctness of a proposed improved 
action is demonstrated by improved 
agreement of on-axis and off-axis 
points of the heavy quark potential.

Alford et al., Phys. Lett. B361:87-94, 1995.



UQ in Lattice QCD, ICiS workshop, Aug. 6-13, 2011 /25Paul Mackenzie

“Validation”?
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2006 staggered results: ratio plot
Comparison with experiment for “gold-plated” quantities updated and extended:
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S. Sharpe, “Fundamental Parameters of the SM”, DOE review, JLab, 5/14/2007 – p.17/24

Davies et al., Phys. Rev. 
Lett. 92:022001, 2004.

Until about ten years ago, fluctuations of quark-antiquark 
pairs were too expensive to include in simulations, the last 
uncontrolled approximation.When they were included, 10% 
disagreements outside error bars, and the simplest 
quantities agreed with experiment within errors.

the W rest frame. Figure 7 shows these distributions for
data and MC candidates with jUj< 60 MeV, with signal
and background MC distributions normalized using the U
fits. All of the distributions show good agreement between
data and MC simulations.

We also check consistency between isospin conjugate
pairs. Isospin symmetry implies that total rates for D0 !
K!eþ!e and Dþ ! !K0eþ!e are approximately equal,
while the total rate for D0 ! "!eþ!e is approximately
twice that of Dþ ! "0eþ!e. After correcting for phase
space differences, our partial rates summed over all q2 bins
agree with these expectations within 1.4 standard devia-
tions. Because there are small differences in phase space, it
is convenient to compare not rates, but form factors, as
shown in Fig. 8. We obtain the fþðq2Þ at the center of q2

bin i using

fþðq2i Þ ¼
1

jVcdðsÞj
&

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"#i

"q2i

24"3

G2
Fp

3
i

s
; (11)

where "q2i is the size of q
2 bin i, jVcdj ¼ 0:2256' 0:0010

and jVcsj ¼ 0:97334' 0:00023 are from Particle Data
Group fits assuming CKM unitarity [19], and the effective
p3 in q2 bin i is given by

p3
i ¼

R
i p

3jfþðq2Þj2dq2
jfþðq2i Þj2"q2i

; (12)

where fþðq2Þ and fþðq2i Þ are calculated using the three-
parameter series parametrization with parameters mea-
sured in the data (see Sec. VC).

Our measured form factors in each q2 bin are seen to be
in good agreement with the LQCD calculations [21], but
with significantly smaller uncertainties, as shown in Fig. 8.

The procedure for measuring partial rates is tested using
the generic MC sample, from which events are drawn
randomly to form mock data samples, each equivalent in

size to the data sample. In each case, the measured partial
rates are consistent with the input rates and the distribu-
tions of the deviations are consistent with Gaussian
statistics.

IV. SYSTEMATIC UNCERTAINTIES IN PARTIAL
RATES

Our determinations of the "#i are subject to a variety of
systematic uncertainties. Tables VII and VIII list each
source of systematic uncertainty and its contribution to
the total uncertainty in each of the partial rates. Because
we are interested in measuring form factor shapes that vary
with q2, it is important that we not only understand the
uncertainties in the individual partial rates but also their
correlations across q2. For each semileptonic mode and
each significant source of systematic uncertainty, we con-
struct an m(m (where m is the number of q2 bins studied
for the mode in question) covariance matrix that encapsu-
lates both of these pieces of information. We now describe
how each of the covariance matrices is estimated.
Tag reconstruction biases enter both the numerator and

denominator of our partial rate formulation in Eq. (9), and
therefore largely cancel. However, there are two sources of
systematic uncertainty related to tag yields. One source
originates in the line shapes used to extract tag yields in
data; we estimate this by using alternate line shapes and
find an uncertainty of 0.4% for partial rates in both D0 and
D! modes. The selection of one tag per mode also intro-
duces a systematic uncertainty, primarily due to possible
mismodeling of MC "0 fake rates. Based on estimates of
tag-fake rates in data and MC samples, we assign a system-
atic uncertainty of 0.4% to the partial rates in D0 modes
and 0.7% to those inD! modes, where a greater fraction of
tags contain "0’s. As the uncertainties associated with tag
yields are independent of the kinematics of the semilep-
tonic decay, they are fully correlated across q2 bins.

FIG. 8 (color online). fþðq2Þ comparison between isospin conjugate modes and with LQCD calculations [21]. The solid lines
represent LQCD fits to the modified pole model [15]. The inner bands show LQCD statistical uncertainties, and the outer bands the
sum in quadrature of LQCD statistical and systematic uncertainties.

IMPROVED MEASUREMENTS OF D MESON . . . PHYSICAL REVIEW D 80, 032005 (2009)

032005-11

CLEO-c, Phys. Rev. D 80, 032005 (2009).
Theory graph from Fermilab/MILC, 
Phys. Rev. Lett. 94:011601, 2005.

In 2004, theoretical prediction for 
shape the D semileptonic form 
factor was far more precise than 
experiment.  Experimental 
accuracy has now confirmed and 
surpassed theory.  

Post-diction.

Prediction.

The equations of QCD are assumed to be right.
Comparison with experiment is a further demonstration 
that they are being correctly approximated, the icing on 
the cake of verification.
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systematic errors due to our limited knowledge,
as specified by the priors, about the poorly con-
strained high-energy states. To see how much er-
ror is due to each source we refit with all σ̃’s dou-
bled. Results for the energies change as follows:

E1 = 0.4526(15) → 0.4528(14)
E2 = 0.683(49) → 0.697(50)
E3 = 1.05(12) → 1.10(21).

(7)

Evidently E1 and E2 are determined largely by
the Monte Carlo data, while E3 is strongly af-
fected by the priors. The insensitivity of the lead-
ing parameters to the priors is typical for high-
quality data. The result for E2 is impressive given
that it comes from a single local-local correlator.
(It also agrees with results obtained from multi-
source/sink fits [2].)

We actually parameterized our Υ fits in terms
of parameters an ≡ log An and εn ≡ log(En −
En−1). This parameterization builds in a pri-
ori requirements, An > 0 and En > En−1, which
improve the fits. Using previous simulations
as a guide, we chose priors that favored an ≈
log 0.02 ± log 2 and εn ≈ log 0.2 ± log 2 or:

An ≈ 0.02
+0.02
−0.01

En − En−1 ≈ 0.2
+0.2
−0.1

. (8)

Our best 5-term fit to the Υ data is shown in
Fig. 4, together with the data. The fit is excellent
all the way down to t = 0: the minimum χ2

aug di-
vided by the number of data points is 0.8. (This
is the correct ratio to examine since χ2

aug has one
extra term beyond those in χ2 for each fit pa-
rameter.) While χ2, Q, etc. play a crucial role
in traditional fits, where tmin must be optimized,
they are of secondary importance in constrained
curve fitting. The key criterion is convergence as
the number of parameters is increased. If χ2

aug

per data point is significantly larger than 1 af-
ter convergence, then there is likely a mistake in
either the data or the theory.

We have experimented with constrained fits for
a wide variety of other correlators, including fits
of 30–40 parameters for 4 × 3 matrix G’s, simul-
taneous fits of multiple channels (e.g., π and ρ),
static potentials and glueball masses, and corre-
lators involving staggered quarks. All work well.

t

G
(t

)

20151050
10−7

10−5

10−3

10−1

Figure 4. The constrained 5-term fit to the local-
local Υ correlator. The statistical errors in the
data points are too small to be resolved in the
plot.

In some cases fits are greatly simplified. An ex-
ample is the fit shown in Fig. 5 for a B meson cor-
relator made from an NRQCD propagator for the
b quark and a staggered quark propagator for the
d quark [3]. Such fits are complicated by contribu-
tions from opposite parity states, introduced by
the staggered quarks, that oscillate with an over-
all factor (−1)t. Traditional fits have difficulty
quantifying the importance of these contributions
since they are small at large t. Constrained fitting
down to t = 0, however, makes it easy to account
and correct for them.

3. THEORY AND INTERPRETATION

3.1. Bayesian Statistics

Bayesian statistics provides a useful frame-
work for understanding the assumptions that go
into constrained curve fitting [4]. In this ap-
proach the analysis is recast in terms of proba-
bilities: P (A|B) denotes the probability that A
is true or correct assuming B is true. For com-
pactness we denote the set of all parameters by
ρ = {A1, E1 . . .}, the set of prior parameters by
η = {Ã1, σ̃A1

. . .}, and the Monte Carlo data

Hadron two-point functions may be 
obtained by combining quark propagators.
(E.g., Gπ(x,y)=Tr G(x,y)G(y,x).)

On general theoretical grounds, hadrons 
two-point functions (after Fourier transforming the 
three spatial dimensions to obtain a momentum 
eigenstate) are expected to have the form:
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and quark masses that will minimize the errors in
a large-scale simulation.

2. CONSTRAINED FITS

2.1. The Problem
The central problem is illustrated by the analy-

sis of a meson correlator. Simulations generate a
Monte Carlo estimate, G(t), of the correlator for
a finite number of time steps, say t = 0, 1 . . .23.
Theory tells us that the exact correlator has the
form

Gth(t; An, En) =
∞
∑

n=1

An e−Ent, (1)

where we assume that the energies En are in or-
der of increasing size. The challenge is to fit an
infinite number of amplitudes An and energies En

using only 24 G(t)’s.
Traditional fits minimize χ2(An, En) by vary-

ing An and En, where

χ2(An, En) ≡
∑

t,t′

∆G(t) σ−2
t,t′ ∆G(t′), (2)

and

∆G(t) ≡ G(t) − Gth(t; An, En). (3)

The correlation matrix is estimated from the
Monte Carlo:

σ2
t,t′ ≡ G(t)G(t′) − G(t) G(t′). (4)

Unfortunately this fitting procedure is singular
here since there are more fit parameters, An and
En, than data; the final uncertainties in the fit
parameters are infinite. Additional information
is needed if we are to proceed.

The information we normally add is that the
An’s are well behaved, and therefore contribu-
tions from high-energy states are suppressed at
large t by the exponentials in the correlator,
Eq. (1). Thus there is a tmin above which only
the first one or two terms in Gth make statisti-
cally significant contributions. The standard pro-
cedure therefore is to retain, say, only the first two
terms in Gth and to fit them using only Monte
Carlo results from t ≥ tmin. The trick is to find
the best tmin. Choosing tmin too small biases the
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Figure 1. Fit values for the lowest two energies
from a 2-term fit to a local-local Υ correlator
using different tmin’s. The correct values, from
other analyses, are indicated by the dotted lines.

En’s and An’s away from their true values, in-
troducing systematic errors (because two terms
is not enough in Gth). Choosing tmin too large
gives statistical errors σEn

and σAn
that are too

large, since useful data is discarded. One typi-
cally tries to increase tmin until the statistical er-
rors mask any possible systematic error. Without
a reliable quantitative estimate of the systematic
error, however, any procedure for setting tmin is
necessarily ad hoc.

To illustrate the dependence on tmin, we plot
results for E1 and E2 from 2-term fits with var-
ious tmin’s in Fig. 1. The Monte Carlo data for
these fits was obtained by averaging 840 Υ corre-
lators evaluated at (quenched) β = 6 with local
sources and sinks [2]. The competition between
large systematic errors for small tmin and large
statistical errors for large tmin is particularly ap-
parent for E2 in this plot.

2.2. A Solution

Our goal should be to fit all the Monte Carlo
data (tmin = 0) using as many terms as we wish
in Gth. As we add more terms to Gth, how-
ever, the errors on the leading parameters grow
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excited states
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troducing systematic errors (because two terms
is not enough in Gth). Choosing tmin too large
gives statistical errors σEn

and σAn
that are too

large, since useful data is discarded. One typi-
cally tries to increase tmin until the statistical er-
rors mask any possible systematic error. Without
a reliable quantitative estimate of the systematic
error, however, any procedure for setting tmin is
necessarily ad hoc.

To illustrate the dependence on tmin, we plot
results for E1 and E2 from 2-term fits with var-
ious tmin’s in Fig. 1. The Monte Carlo data for
these fits was obtained by averaging 840 Υ corre-
lators evaluated at (quenched) β = 6 with local
sources and sinks [2]. The competition between
large systematic errors for small tmin and large
statistical errors for large tmin is particularly ap-
parent for E2 in this plot.

2.2. A Solution

Our goal should be to fit all the Monte Carlo
data (tmin = 0) using as many terms as we wish
in Gth. As we add more terms to Gth, how-
ever, the errors on the leading parameters grow
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from a 2-term fit to a local-local Υ correlator
using different tmin’s. The correct values, from
other analyses, are indicated by the dotted lines.
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troducing systematic errors (because two terms
is not enough in Gth). Choosing tmin too large
gives statistical errors σEn

and σAn
that are too

large, since useful data is discarded. One typi-
cally tries to increase tmin until the statistical er-
rors mask any possible systematic error. Without
a reliable quantitative estimate of the systematic
error, however, any procedure for setting tmin is
necessarily ad hoc.

To illustrate the dependence on tmin, we plot
results for E1 and E2 from 2-term fits with var-
ious tmin’s in Fig. 1. The Monte Carlo data for
these fits was obtained by averaging 840 Υ corre-
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large systematic errors for small tmin and large
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Figure 1. Fit values for the lowest two energies
from a 2-term fit to a local-local Υ correlator
using different tmin’s. The correct values, from
other analyses, are indicated by the dotted lines.

En’s and An’s away from their true values, in-
troducing systematic errors (because two terms
is not enough in Gth). Choosing tmin too large
gives statistical errors σEn

and σAn
that are too

large, since useful data is discarded. One typi-
cally tries to increase tmin until the statistical er-
rors mask any possible systematic error. Without
a reliable quantitative estimate of the systematic
error, however, any procedure for setting tmin is
necessarily ad hoc.

To illustrate the dependence on tmin, we plot
results for E1 and E2 from 2-term fits with var-
ious tmin’s in Fig. 1. The Monte Carlo data for
these fits was obtained by averaging 840 Υ corre-
lators evaluated at (quenched) β = 6 with local
sources and sinks [2]. The competition between
large systematic errors for small tmin and large
statistical errors for large tmin is particularly ap-
parent for E2 in this plot.

2.2. A Solution

Our goal should be to fit all the Monte Carlo
data (tmin = 0) using as many terms as we wish
in Gth. As we add more terms to Gth, how-
ever, the errors on the leading parameters grow

Parameters may be fit and uncertainties obtained by minimizing χ2:

Lepage et al., Nucl. Phys. Proc. Suppl. 106:12-20, 2002.



UQ in Lattice QCD, ICiS workshop, Aug. 6-13, 2011 /25Paul Mackenzie

Uncertainty: higher order states

19

3

E1

E2

Number of Terms

E
n
er

gy

8421

2

1

0

Figure 2. Fit values for the two lowest energies
from unconstrained fits with different numbers of
terms in Gth. The correlator is a local-local Υ
correlator and is fit for all t’s.

steadily in a traditional analysis, as is evident in
Fig. 2. The reason is easily understood. The
large uncertainties in E1 and E2 for the 8-term
fit, for example, result because the parameters
for higher-energy states are poorly constrained by
the data and therefore wander off to unphysical
values. Thus amplitude A4 ranges between five
and ten times A1 in the 8-term fit, while quark
models suggest that A4 is of order A1 or smaller.
Since the allowed range for A4 affects the error
estimates for other parameters, the errors on E1

and E2 will be unreasonably large so long as the
fitting code assumes that A4 ≈ 10A1 is plausible.
We need some way to teach physics to the fitting
code.

To constrain fit parameters to physically rea-
sonable ranges, we augment the χ2 before mini-
mizing:

χ2 → χ2
aug ≡ χ2 + χ2

prior, (5)

where

χ2
prior ≡

∑

n

(An − Ãn)2

σ̃2
An

+
∑

n

(En − Ẽn)2

σ̃2
En

. (6)

The extra terms in χ2
aug favor An’s in the inter-
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Figure 3. Fit values for the two lowest energies
from constrained fits with different numbers of
terms in Gth. The correlator is a local-local Υ
correlator and is fit for all t’s.

val Ãn ± σ̃An
and En’s in Ẽn ± σ̃En

. The Ãn’s,
σ̃An

’s . . . are inputs to the fitting procedure. We
choose reasonable values for them on the basis of
prior knowledge. This set of input parameters is
referred to collectively as the “priors.”

Having chosen the priors, the procedure for a
constrained fit is to minimize χ2

aug fitting all of
the Monte Carlo data (tmin = 0). The number of
terms in Gth is increased until fit results converge
for the parameters of interest. Unlike tmin, the
number of terms in Gth need not be optimized; it
is simply increased until results converge. This is
illustrated by fit results for E1 and E2 from our
Υ data, which are plotted in Fig. 3 for fits with
different numbers of terms.

The numerics are greatly improved by the con-
straints. For example, one can easily fit 100 terms
in Gth to the Υ data, even though there are only
24 data points. The fit results for all but the first
few parameters simply reproduce the prior infor-
mation in such a highly overparameterized fit.

The error estimates for the fit parameters in
our Υ fits automatically combine both the sta-
tistical errors in the Monte Carlo data, and the
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choose reasonable values for them on the basis of
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referred to collectively as the “priors.”

Having chosen the priors, the procedure for a
constrained fit is to minimize χ2

aug fitting all of
the Monte Carlo data (tmin = 0). The number of
terms in Gth is increased until fit results converge
for the parameters of interest. Unlike tmin, the
number of terms in Gth need not be optimized; it
is simply increased until results converge. This is
illustrated by fit results for E1 and E2 from our
Υ data, which are plotted in Fig. 3 for fits with
different numbers of terms.

The numerics are greatly improved by the con-
straints. For example, one can easily fit 100 terms
in Gth to the Υ data, even though there are only
24 data points. The fit results for all but the first
few parameters simply reproduce the prior infor-
mation in such a highly overparameterized fit.

The error estimates for the fit parameters in
our Υ fits automatically combine both the sta-
tistical errors in the Monte Carlo data, and the

Procedure fails when a large number of states are included.
Approximate values expected for energy splittings and amplitudes are known 
phenomenologically.  May be used to estimate effects of higher states by 
extending χ2 with priors for expected values of higher states (a Bayesian 
approach).

Uncertainties in parameters can be estimated from a gaussian approximation to  
χ2 around χmin.
Higher order parameters are determined by data when data is accurate enough,
or their estimated uncertainty will add to total estimated uncertainty when they 
are unconstrained.

2

and quark masses that will minimize the errors in
a large-scale simulation.

2. CONSTRAINED FITS

2.1. The Problem
The central problem is illustrated by the analy-

sis of a meson correlator. Simulations generate a
Monte Carlo estimate, G(t), of the correlator for
a finite number of time steps, say t = 0, 1 . . .23.
Theory tells us that the exact correlator has the
form

Gth(t; An, En) =
∞
∑

n=1

An e−Ent, (1)

where we assume that the energies En are in or-
der of increasing size. The challenge is to fit an
infinite number of amplitudes An and energies En

using only 24 G(t)’s.
Traditional fits minimize χ2(An, En) by vary-

ing An and En, where

χ2(An, En) ≡
∑

t,t′

∆G(t) σ−2
t,t′ ∆G(t′), (2)

and

∆G(t) ≡ G(t) − Gth(t; An, En). (3)

The correlation matrix is estimated from the
Monte Carlo:

σ2
t,t′ ≡ G(t)G(t′) − G(t) G(t′). (4)

Unfortunately this fitting procedure is singular
here since there are more fit parameters, An and
En, than data; the final uncertainties in the fit
parameters are infinite. Additional information
is needed if we are to proceed.

The information we normally add is that the
An’s are well behaved, and therefore contribu-
tions from high-energy states are suppressed at
large t by the exponentials in the correlator,
Eq. (1). Thus there is a tmin above which only
the first one or two terms in Gth make statisti-
cally significant contributions. The standard pro-
cedure therefore is to retain, say, only the first two
terms in Gth and to fit them using only Monte
Carlo results from t ≥ tmin. The trick is to find
the best tmin. Choosing tmin too small biases the

E1

E2

tmin

E
n
er

gy

201612840

2

1

0

Figure 1. Fit values for the lowest two energies
from a 2-term fit to a local-local Υ correlator
using different tmin’s. The correct values, from
other analyses, are indicated by the dotted lines.

En’s and An’s away from their true values, in-
troducing systematic errors (because two terms
is not enough in Gth). Choosing tmin too large
gives statistical errors σEn

and σAn
that are too

large, since useful data is discarded. One typi-
cally tries to increase tmin until the statistical er-
rors mask any possible systematic error. Without
a reliable quantitative estimate of the systematic
error, however, any procedure for setting tmin is
necessarily ad hoc.

To illustrate the dependence on tmin, we plot
results for E1 and E2 from 2-term fits with var-
ious tmin’s in Fig. 1. The Monte Carlo data for
these fits was obtained by averaging 840 Υ corre-
lators evaluated at (quenched) β = 6 with local
sources and sinks [2]. The competition between
large systematic errors for small tmin and large
statistical errors for large tmin is particularly ap-
parent for E2 in this plot.

2.2. A Solution

Our goal should be to fit all the Monte Carlo
data (tmin = 0) using as many terms as we wish
in Gth. As we add more terms to Gth, how-
ever, the errors on the leading parameters grow
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Better Discretizations
Numerical Analysis ⇒

∂ψ(xj)

∂x
= ∆xψ(xj) + O(a2)

ψ(xj + a) − ψ(xj − a)
2a

⇒ uses only ψ’s at grid sites.

N.B. Errors ∝ (pa)n ⇒ want p < O(1/a).

. G.P. Lepage, LQCD Confronts Experiment (November 2002). – p.8/45

15

High precision ⇒ need improved discretizations.

E.g.
∂ψ

∂x
= ∆xψ − a2

6
∆3

xψ + O(a4)

10–15% for
a = 0.4 fm

1–2% for
a = 0.4 fm

⇒ a = 0.4 fm okay?

N.B. Need smaller as for large p.

. G.P. Lepage, LQCD Confronts Experiment (November 2002). – p.9/45

⇨  Improved staggered fermions;

     “asqtad” fermions.

Naik;  Orginos, Sugar, and Toussaint; Lepage.

Ignoring gluon interaction, discretization 
errors may be reduced with next-nearest 
neighbor interactions as in ordinary 
numerical analysis.
New wrinkle in quantum field theory: gluon 
interactions affect one- and two-hop 
interactions differently.  (Different number of 
U matrices at one and two hops.)
Quantum corrections are short-distance, and 
may be calculated with perturbation theory.

Functional form of un-calculated corrections 
and expected scale of coefficients are known, 
a series in powers of a and αs:  e.g.,
c0a2+c1a2αs+...+d0a4+d1a4αs+...
Effects can be included in continuum 
extrapolations by adding Bayesian priors to 
the known functional form of the lattice 
spacing dependence.
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For small m, the expected dependence of physical quantities on m can be calculated 
with chiral perturbation theory, an expansion in the quark mass m (or equivalently, in 
Mπ2) and m ln(m), valid when Mπ and Eπ are small compared to the QCD scale.

As with continuum extrapolation, the functional form and expected scale of the 
coefficients is know, and the effects of undetermined terms can be estimated by 
including them in Bayesian priors. 

2

our results are both more accurate for the D and Ds and
more accurate for charmonium, allowing additional pre-
dictive power. In addition, our formalism has a partially
conserved current so we do not have to renormalise the
lattice fDq

to give a result for the continuous real world
of experiment. We can then reduce the error on fDq

to
2% and the ratio of decay constants even further.

We use the Highly Improved Staggered Quark (HISQ)
action, developed [7] from the asqtad action by reducing
by a factor of 3 the ‘taste-changing’ discretisation errors.
Other discretisation errors are also small since, in com-
mon with asqtad, HISQ includes a ‘Naik’ term to cancel
standard tree-level a2 errors in the discretisation of the
Dirac derivative. For c quarks the largest remaining dis-
cretisation error comes from radiative and tree-level cor-
rections to the Naik term and we remove these by tuning
the coefficient of the Naik term to obtain a ‘speed of light’
of 1 in the meson dispersion relation. The hadron mass
is then given accurately by its energy at zero momentum,
unlike the case for the clover action.

In [7] we tested the HISQ action extensively in the
charmonium sector, fixing mc so that the mass of the
‘goldstone’ ηc meson agreed with experiment. We showed
that remaining discretisation errors are very small, being
suppressed by powers of the velocity of the c quark be-
yond the formal expectation of αs(mca)2 and (mca)4.
The charm quark masses and Naik coefficients used for
different ‘very coarse’, ‘coarse’ and ‘fine’ MILC ensembles
are given in Table I. For the s and u/d valence quarks
we also use the HISQ action with masses in Table I.

We calculate local two-point goldstone pseudoscalar
correlators at zero momentum from a precessing random
wall source [8] and fit the average to:

C(t) =
∑

i,ip

aie
−Mit + (−1)taipe

−Mipt + (t → T − t). (2)

T is the time length of the lattice and t runs from 0 to
T . i denotes ‘ordinary’ exponential terms and ip, ‘os-
cillating’ terms from opposite parity states. Oscillating
terms are significant for Dq states because mc − mq is
relatively large, but not for π or K. We use a number of
exponentials, i and ip, in the range 2-6 and loosely con-
strain higher order exponentials by the use of Bayesian
priors [11]. Constraining the D and Ds radial excitation
energies to be similar improves the errors on the D. In
lattice units, MP = M0 and fP is related to a0 through
the partially conserved axial current relation, which gives
fP = (ma +mb)

√

2a0/M3
0 . The resulting fitting error for

all states is less than 0.1% on M0 in lattice units and less
than 0.5% on decay constants. Full details will be given
in a longer paper [12].

To convert the results to physical units we use the scale
determined by the MILC collaboration (Table I, [3]) in
terms of the heavy quark potential parameter, r1. r1/a
is determined with an error of less than 0.5% and allows
results to be tracked accurately as a function of sea u/d

quark mass and lattice spacing. At the end, however,
there is a larger uncertainty from the physical value of
r1. This is obtained from the Υ spectrum using the non-
relativistic QCD action for b quarks on the same MILC
ensembles [13], giving r1 = 0.321(5) fm, r−1

1 = 0.615(10)
GeV.

FIG. 1: Masses of the D+ and Ds meson as a function of the
u/d mass in units of the s mass at three values of the lattice
spacing. The very coarse results are the top ones in each set,
then coarse, then fine. The lines give the simultaneous chiral
fits and the dashed line the continuum extrapolation as de-
scribed in the text. Our final error bars, including the overall
scale uncertainty, are given by the shaded bands. These are
offset from the dashed lines by an estimate of electromagnetic,
mu != md and other systematic corrections to the masses. The
experimental results are marked at the physical md/ms.

Our results are obtained from u/d masses larger than
approximately three times the average mu/d of the physi-
cal u and d quark masses. We obtain physical answers by
extrapolating our results to the correct mu/d using chiral
perturbation theory. In addition we have systematic er-
rors from the finite lattice spacing values used. Since our
results are so accurate we can also fit them as a function
of a to extrapolate to the physical a = 0 limit. These
two extrapolations are connected through the discreti-
sation errors in the light quark action and one way to
treat those is by modifying chiral perturbation theory
to handle them explicitly [6]. A more general approach,
that allows us to handle light and heavy quark discreti-
sation errors together, is to perform a simultaneous fit
for both chiral and continuum extrapolations allowing
for expected functional forms in both with a Bayesian
analysis [11] to constrain the coefficients. We tested this
method by using it to analyze hundreds of different fake
datasets, generated using formulas from staggered chi-
ral perturbation theory [14] with random couplings. As
expected, we found that roughly 70% of the time the

}three lattice 
spacings

extrapolation

Simultaneous chiral and 
continuum extrapolations.
Bayesian priors included up to 
order m3 and αs3a2.

Gray band is final 
lattice post-diction.

Follana et al., 
Phys. Rev. Lett. 100:062002, 2008.
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Introduction The pion mass The nucleon mass Summary

The nucleon mass

RN=
3
4π2

∞
∑

n=1

m(n)√
nλπ

[

2πεπgπNe−
√
n(1−ε2π)λπ−

∫ ∞

−∞
dye−

√
n(1+y2)λπ D̃+(y)

]

cf. Lüscher (88), QCDSF-UKQCD (04), Koma and Koma (04)

επ = Mπ/(2mN) D̃+(y) = mND+(iMπy ,0)

D+ is a component of the elastic πN scattering amplitude

Ta′a = δa′aT+ +
1
2 [τa′ , τa]T−

T+ = ū′
[

D±(ν, t) − 1
4mN

[q/′,q/]B±(ν, t)
]

u

s = (p + q)2 t = (q − q′)2 u = (p − q′)2 ν =
s − u
4mN

Introduction The pion mass The nucleon mass Summary CHPT Asymptotic formulae Resummation

p-regime
Examples: Gasser and Leutwyler (88)

Mπ(L) = Mπ

[

1+
1
2Nf

ξ g̃1(λ) +O(ξ2)

]

Fπ(L) = Fπ

[

1− Nf
2 ξ g̃1(λ) +O(ξ2)

]

with
λ = MπL, ξ = (Mπ/4πFπ)2

g̃1(λ) =

(

4π
Mπ

)2
∑

"n !="0

G∞($x + $nL, t)|t=!x=0 =
∞

∑

"n2=1

4m(|$n|)
|$n|λ K1(|$n|λ)

At large distances, hadron interactions are not 
sensitive to quark structure.  Physics may be 
approximated by treating protons, pions, etc., as point 
particles.
With periodic boundary conditions, volume errors are 
dominated by hadrons emitting a pion (the lightest 
hadron) that travels out the volume on one side and re-
enters on the other.
Effect can be calculated:

proton

pion

Exponentially suppressed in the pion mass times 
the lattice size L.

Uncertainty can be estimated by calculating the correction, including it, 
and estimating that the higher order uncertainties are smaller than the 
included piece.

Colangelo, Luescher.
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new integrals appearing in the staggered case, and it is
straightforward to use the results of Arndt and Lin in the
rS!PT for hA1

ð1Þ, as shown in Ref. [22]. We find that
although the finite volume corrections in hA1

ð1Þ would be
large near the cusp at the physical pion mass on the current
MILC ensembles (ranging in size from 2.5–3.5 fm), for the
less chiral data points at which we have actually simulated,
the finite volume effects are negligible. For all data points
in our simulations the finite volume corrections are less
than 1 part in 104. We therefore assign no error due to finite
volume effects.

F. Discretization errors

As shown in Refs. [28–30,49], the matching of lattice
gauge theory to QCD is accomplished by normalizing the
first few terms in the heavy-quark expansion. This is done
by tuning the kinetic masses of the Ds and Bs mesons
computed using the SW action (for the heavy quarks) to
the experimental meson masses. Tree-level tadpole-
improved perturbation theory is used to tune the coupling
cSW and the rotation coefficient d1 for the bottom and
charm quarks. Once this matching is done, the discretiza-
tion errors in hA1

ð1Þ are of order "sð !"=2mQÞ2 and

ð !"=2mQÞ3 [28], where the powers of two are combinatoric
factors. The leading matching uncertainty is of the order
"sð !"=2mcÞ2. We estimate the size of this error setting
"s ¼ 0:3, !" ¼ 500 MeV, and mc ¼ 1:2 GeV, which
gives "sð !"=2mcÞ2 ¼ 0:013.

Since we have numerical data at three lattice spacings
we are able to study how well the power-counting estimate
accounts for observed discretization effects. Making use of
Eq. (43), but varying the fiducial lattice spacing from our
lightest to coarsest lattices, we are able to obtain hA1

ð1Þ at
physical quark masses, with discretization effects associ-
ated with the staggered chiral logarithms removed in the
ratios appearing in Eq. (43). The discretization effects that
remain are: taste violations in hfidA1

, taste violations at higher

order than NLO in the ratios, the effect of the analytic term
coming from light-quark discretization effects (propor-
tional to "sa

2), and the heavy-quark discretization effects.
The taste violations in hfidA1

and the taste violations in the

ratios appearing at higher order than NLO have been
shown to be negligible. We now consider the remaining

discretization errors coming from the light-quark analytic
term and the heavy-quark discretization effects. Table IX
presents the results for hA1

ð1Þ as obtained from Eq. (43),
and Fig. 9 shows them plotted as a function of lattice
spacing squared. Although the Fermilab action and cur-
rents possess a smooth continuum limit, the MILC ensem-
bles are not yet at small enough a to obtain simply OðaÞ or
Oða2Þ behavior. The spread of the lattice data points gives
some indication of the size of the remaining discretization
effects, however, and we find that the fine (0.09 fm) lattice
data point and the coarse (0.12 fm) lattice data point differ
by 1.5%. This is similar to our power-counting estimate,
and we assign the larger of the two, 1.5%, as the systematic
error due to residual discretization effects.

G. Summary

Our final result, given the error budget in Table X, is

hA1
¼ 0:921ð13Þð8Þð8Þð14Þð6Þð3Þð4Þ; (45)

TABLE X. Final error budget for hA1
ð1Þ where each error is

discussed in the text. Systematic errors are added in quadrature
and combined in quadrature with the statistical error to obtain the
total error.

Uncertainty hA1
ð1Þ

Statistics 1.4%
gDD$# 0.9%
NLO vs NNLO !PT fits 0.9%
Discretization errors 1.5%
Kappa tuning 0.7%
Perturbation theory 0.3%
u0 tuning 0.4%
Total 2.6%

0 0.005 0.01 0.015 0.02 0.025 0.03

a
2

0.84
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1

h A
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)

FIG. 9. hA1
ð1Þ at physical quark masses versus a2 ðfm2Þ, where

taste-violating effects have been removed, or shown to be
negligible. Discretization effects due to analytic terms associated
with the light-quark sector and heavy-quark discretization effects
remain in the lattice data.

TABLE IX. hA1
ð1Þ at physical quark masses at different lattice

spacings, where taste-violating effects have been removed, or
shown to be negligible. Discretization effects due to analytic
terms associated with the light-quark sector and heavy-quark
discretization effects remain in the lattice data.

a ðfmÞ hA1
ð1Þ

0.15 0.914(11)
0.12 0.907(14)
0.09 0.921(13)

C. BERNARD et al. PHYSICAL REVIEW D 79, 014506 (2009)

014506-16

Determines quark mixing matrix element Vcb.

Bernard et al., Phys. Rev. D79:014506, 2009.

Blue: intrinsic uncertainties of lattice calculations.
Green: removable with improved lattice calculations.
Red: removable by being more careful.



UQ in Lattice QCD, ICiS workshop, Aug. 6-13, 2011 /25Paul Mackenzie

Example error budget: B→D*lν.

23

new integrals appearing in the staggered case, and it is
straightforward to use the results of Arndt and Lin in the
rS!PT for hA1

ð1Þ, as shown in Ref. [22]. We find that
although the finite volume corrections in hA1

ð1Þ would be
large near the cusp at the physical pion mass on the current
MILC ensembles (ranging in size from 2.5–3.5 fm), for the
less chiral data points at which we have actually simulated,
the finite volume effects are negligible. For all data points
in our simulations the finite volume corrections are less
than 1 part in 104. We therefore assign no error due to finite
volume effects.

F. Discretization errors

As shown in Refs. [28–30,49], the matching of lattice
gauge theory to QCD is accomplished by normalizing the
first few terms in the heavy-quark expansion. This is done
by tuning the kinetic masses of the Ds and Bs mesons
computed using the SW action (for the heavy quarks) to
the experimental meson masses. Tree-level tadpole-
improved perturbation theory is used to tune the coupling
cSW and the rotation coefficient d1 for the bottom and
charm quarks. Once this matching is done, the discretiza-
tion errors in hA1

ð1Þ are of order "sð !"=2mQÞ2 and

ð !"=2mQÞ3 [28], where the powers of two are combinatoric
factors. The leading matching uncertainty is of the order
"sð !"=2mcÞ2. We estimate the size of this error setting
"s ¼ 0:3, !" ¼ 500 MeV, and mc ¼ 1:2 GeV, which
gives "sð !"=2mcÞ2 ¼ 0:013.

Since we have numerical data at three lattice spacings
we are able to study how well the power-counting estimate
accounts for observed discretization effects. Making use of
Eq. (43), but varying the fiducial lattice spacing from our
lightest to coarsest lattices, we are able to obtain hA1

ð1Þ at
physical quark masses, with discretization effects associ-
ated with the staggered chiral logarithms removed in the
ratios appearing in Eq. (43). The discretization effects that
remain are: taste violations in hfidA1

, taste violations at higher

order than NLO in the ratios, the effect of the analytic term
coming from light-quark discretization effects (propor-
tional to "sa

2), and the heavy-quark discretization effects.
The taste violations in hfidA1

and the taste violations in the

ratios appearing at higher order than NLO have been
shown to be negligible. We now consider the remaining

discretization errors coming from the light-quark analytic
term and the heavy-quark discretization effects. Table IX
presents the results for hA1

ð1Þ as obtained from Eq. (43),
and Fig. 9 shows them plotted as a function of lattice
spacing squared. Although the Fermilab action and cur-
rents possess a smooth continuum limit, the MILC ensem-
bles are not yet at small enough a to obtain simply OðaÞ or
Oða2Þ behavior. The spread of the lattice data points gives
some indication of the size of the remaining discretization
effects, however, and we find that the fine (0.09 fm) lattice
data point and the coarse (0.12 fm) lattice data point differ
by 1.5%. This is similar to our power-counting estimate,
and we assign the larger of the two, 1.5%, as the systematic
error due to residual discretization effects.

G. Summary

Our final result, given the error budget in Table X, is

hA1
¼ 0:921ð13Þð8Þð8Þð14Þð6Þð3Þð4Þ; (45)

TABLE X. Final error budget for hA1
ð1Þ where each error is

discussed in the text. Systematic errors are added in quadrature
and combined in quadrature with the statistical error to obtain the
total error.

Uncertainty hA1
ð1Þ
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gDD$# 0.9%
NLO vs NNLO !PT fits 0.9%
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FIG. 9. hA1
ð1Þ at physical quark masses versus a2 ðfm2Þ, where

taste-violating effects have been removed, or shown to be
negligible. Discretization effects due to analytic terms associated
with the light-quark sector and heavy-quark discretization effects
remain in the lattice data.

TABLE IX. hA1
ð1Þ at physical quark masses at different lattice

spacings, where taste-violating effects have been removed, or
shown to be negligible. Discretization effects due to analytic
terms associated with the light-quark sector and heavy-quark
discretization effects remain in the lattice data.

a ðfmÞ hA1
ð1Þ

0.15 0.914(11)
0.12 0.907(14)
0.09 0.921(13)

C. BERNARD et al. PHYSICAL REVIEW D 79, 014506 (2009)

014506-16

Determines quark mixing matrix element Vcb.

Bernard et al., Phys. Rev. D79:014506, 2009.

Blue: intrinsic uncertainties of lattice calculations.
Green: removable with improved lattice calculations.
Red: removable by being more careful.
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new integrals appearing in the staggered case, and it is
straightforward to use the results of Arndt and Lin in the
rS!PT for hA1

ð1Þ, as shown in Ref. [22]. We find that
although the finite volume corrections in hA1

ð1Þ would be
large near the cusp at the physical pion mass on the current
MILC ensembles (ranging in size from 2.5–3.5 fm), for the
less chiral data points at which we have actually simulated,
the finite volume effects are negligible. For all data points
in our simulations the finite volume corrections are less
than 1 part in 104. We therefore assign no error due to finite
volume effects.

F. Discretization errors

As shown in Refs. [28–30,49], the matching of lattice
gauge theory to QCD is accomplished by normalizing the
first few terms in the heavy-quark expansion. This is done
by tuning the kinetic masses of the Ds and Bs mesons
computed using the SW action (for the heavy quarks) to
the experimental meson masses. Tree-level tadpole-
improved perturbation theory is used to tune the coupling
cSW and the rotation coefficient d1 for the bottom and
charm quarks. Once this matching is done, the discretiza-
tion errors in hA1

ð1Þ are of order "sð !"=2mQÞ2 and

ð !"=2mQÞ3 [28], where the powers of two are combinatoric
factors. The leading matching uncertainty is of the order
"sð !"=2mcÞ2. We estimate the size of this error setting
"s ¼ 0:3, !" ¼ 500 MeV, and mc ¼ 1:2 GeV, which
gives "sð !"=2mcÞ2 ¼ 0:013.

Since we have numerical data at three lattice spacings
we are able to study how well the power-counting estimate
accounts for observed discretization effects. Making use of
Eq. (43), but varying the fiducial lattice spacing from our
lightest to coarsest lattices, we are able to obtain hA1

ð1Þ at
physical quark masses, with discretization effects associ-
ated with the staggered chiral logarithms removed in the
ratios appearing in Eq. (43). The discretization effects that
remain are: taste violations in hfidA1

, taste violations at higher

order than NLO in the ratios, the effect of the analytic term
coming from light-quark discretization effects (propor-
tional to "sa

2), and the heavy-quark discretization effects.
The taste violations in hfidA1

and the taste violations in the

ratios appearing at higher order than NLO have been
shown to be negligible. We now consider the remaining

discretization errors coming from the light-quark analytic
term and the heavy-quark discretization effects. Table IX
presents the results for hA1

ð1Þ as obtained from Eq. (43),
and Fig. 9 shows them plotted as a function of lattice
spacing squared. Although the Fermilab action and cur-
rents possess a smooth continuum limit, the MILC ensem-
bles are not yet at small enough a to obtain simply OðaÞ or
Oða2Þ behavior. The spread of the lattice data points gives
some indication of the size of the remaining discretization
effects, however, and we find that the fine (0.09 fm) lattice
data point and the coarse (0.12 fm) lattice data point differ
by 1.5%. This is similar to our power-counting estimate,
and we assign the larger of the two, 1.5%, as the systematic
error due to residual discretization effects.

G. Summary

Our final result, given the error budget in Table X, is

hA1
¼ 0:921ð13Þð8Þð8Þð14Þð6Þð3Þð4Þ; (45)
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FIG. 9. hA1
ð1Þ at physical quark masses versus a2 ðfm2Þ, where

taste-violating effects have been removed, or shown to be
negligible. Discretization effects due to analytic terms associated
with the light-quark sector and heavy-quark discretization effects
remain in the lattice data.

TABLE IX. hA1
ð1Þ at physical quark masses at different lattice

spacings, where taste-violating effects have been removed, or
shown to be negligible. Discretization effects due to analytic
terms associated with the light-quark sector and heavy-quark
discretization effects remain in the lattice data.

a ðfmÞ hA1
ð1Þ

0.15 0.914(11)
0.12 0.907(14)
0.09 0.921(13)

C. BERNARD et al. PHYSICAL REVIEW D 79, 014506 (2009)

014506-16

Determines quark mixing matrix element Vcb.

Bernard et al., Phys. Rev. D79:014506, 2009.

Blue: intrinsic uncertainties of lattice calculations.
Green: removable with improved lattice calculations.
Red: removable by being more careful.
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The bottom line: can we see new physics?
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Is this is a signal for new physics?  It depends on how bullet proof 
the uncertainty analysis is in theory and experiment. 

There is currently a ~2.5σ discrepancy in determinations of the quark 
mixing matrix parameters ρ and η from different physical processes.

Laiho, Lunghi, and Van de Water,
http:www.latticeaverages.org.

http:www.latticeaverages.org
http:www.latticeaverages.org
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Conclusions

• The most important goal of particle physics now is the 
search for the effects of not-yet-discovered forces and 
particles.

• Both directly (as at the LHC) and indirectly (through their effects in the 
interactions of already discovered particles).

• Some of the most important searches for the effects of 
new physics on known particles are enabled by lattice 
gauge theory calculations, and limited by the uncertainty 
analysis in these lattice calculations.

• Some experimental measurements are accurate to 0.5%.

• Precision of the microscope on new physics will become an order of 
magnitude sharper as lattice QCD uncertainties are pushed from ~5% to 
0.5%.

• Essential to understand the robustness of the uncertainty analysis to 
decide what the implications are for particle physics.
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